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Beams
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FIG. 1.— Jupiter maps of the A and B side focal planes (Bennett et al. 2003c) in the reference frame of the observatory. The contour levels are at 0.9, 0.6, 0.3,
0.09, 0.06, 0.03 of the peak value. W1 and W4 are the “upper”W-band radiometers. In W band, the lobes at the 0.09 contour level ( !10 dB) and lower are due to
surface deformations.
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FIG. 2.— Left: The symmetrized beams (normalized at unity) and noise levels (below) from two seasons of Jupiter observations. Both polarizations have been
combined. The noise rises at small radii because there are fewer pixels over which to average. With four years of observations, the noise level will be reduced by a
factor of two. Right: The K (black) and W3 (grey) symmetrized beam profi les with their associated Ruze patterns (§2.1). The noise level is at 20 dBi in all bands as
seen in the plot (missing data corresponds to negative values). The maximum optical gains are 47.1 and 59.3 dBi in K and W bands as indicated by the horizontal
lines. Table 1 shows the gain budget. The dashed lines are the Ruze patterns assuming a Gaussian shaped distortion with the parameters in the text. The lighter
shaded dotted lines that meet the dashed lines at = 0 are for a tophat shaped distortion. In W band, the tophat prediction, which has a prominent lobe at = 2 5
clearly does not fi t the data. Plots for W14 show the Ruze pattern to be above the beam profi le for 1 suggesting the magnitude of the deformations is not
greater than those we use. However, some fraction of B could be at or near the noise level for 1 5 2 0. The vertical straight lines indicate the cutoff radii,

Rc, for the Gaussian distortion model.

computed. The rms deviation between the input and re-
covered solid angle for 20 measurements (10 on the A
side and 10 on the B side) is 1.1%. The formal statisti-
cal uncertainty is between 0.7% and 1% depending on
band.

2. The scatter in derived temperature of Jupiter is found
for all detector/reflector combinations. Each feed is
mapped in two polarizations by two detectors during
two seasons for a total of eight measurements. The sta-
tistical uncertainty of the mean of the eight measure-
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FIG. 4.— The ten window functions, wl , computed from the Hermite expansion. The window functions for the two polarizations in each feed are the same.

TABLE 4

MAIN BEAM SOLID ANGLES, GAINS, , AND EFFECTIVE FREQUENCIES FOR COMBINEDMAPS.

Beam S
FWHM Gm

cmb

e

(sr) (deg) (dBi) ( K/Jy) (GHz)
For 10 maps

K 2 39 10!4 0.82 47.2 268 22.8
Ka 1 43 10!4 0.62 49.4 213 33.0
Q1 0 879 10!4 0.48 51.6 224 40.9
Q2 0 900 10!4 0.48 51.4 220 40.5
V1 0 418 10!4 0.33 54.8 214 60.3
V2 0 416 10!4 0.33 54.8 210 61.2
W1 0 199 10!4 0.21 58.0 190 93.5
W2 0 215 10!4 0.20 57.7 173 94.0
W3 0 213 10!4 0.20 57.7 179 92.9
W4 0 202 10!4 0.21 57.9 185 93.8

For 5 maps
K 2 39 10!4 0.82 47.2 269 22.8
Ka 1 43 10!4 0.62 49.4 213 33.0
Q 0 889 10!4 0.49 51.5 222 40.7
V 0 417 10!4 0.33 54.8 212 60.8
W 0 206 10!4 0.21 57.8 182 93.5

The e is taken as the average of fi lters in one band as given by Jarosik et al. (2003a). The top ten entries are for the ten maps in which the two
polarizations have been combined. The bottom fi ve are for the maps combined by polarization and band. A useful characteristic beam resolution is
the full width at half the beam maximum, FWHM, though the beams are not Gaussian. The values for are for a source with a free-free spectrum.
The K-band value is appropriate for the sidelobe corrected map described in Hinshaw et al. (2003). For year-one analyses using S and , we
recommend uncertainties of 2.6%, 1.2%, 1.2%, 1.1%, and 2.1% in K through W band respectively.

puted from the Hermite beam profiles and
f f
e is the effective

frequency for free-free emission. The fractional uncertainty is
the same as for S. The factors are tabulated in Table 4.

5. CONCLUSIONS

We have presented the characteristics of the beams in both
real space and in -space and assessed the uncertainties in both
domains. The uncertainties in the beam solid angles are given
by 2.6%, 1.2%, 1.2%, 1.1%, and 2.1%. The uncertainties in the
window functions are typically 3% at most values of . These

values include systematic effects.
We have also presented the formalism in which the beam un-

certainties are propagated throughout the analysis. The uncer-
tainties which we adopt are conservative though prudent for this
stage of the data analysis.
The K-band sidelobe and W-band pedestal corrections are

the only beam-related effects that are added in “by hand” and
not treated in the formalism. These effects are significant for
real space analyses and are currently negligible for the !space
CMB analyses.

Jupiter



Noise: Combining Two Gaussian Fields
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CMB Map Making
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Pixel Noise Matrix
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Marginalization
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Null Tests

• Essential to combine data in ways that yield 
zero expected signal so to test noise model

• year 1 - year 2

• channels at common frequency

• channels at different frequencies



Quadratic Estimator
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Fig. 12.— TheWMAP angular power spectrum. (top:) TheWMAP temperature (TT) results are consistent with the

ACBAR and CBI measurements, as shown. The TT angular power spectrum is now highly constrained. Our best fit

running index CDM model is shown. The grey band represents the cosmic variance expected for that model. The

quadrupole has a surprisingly low amplitude. Also, there are excursions from a smooth spectrum (e.g., at 40 and

210) that are only slightly larger than expected statistically. While intriguing, they may result from a combination

of cosmic variance, subdominant astrophysical processes, and small effects from approximations made for this first

year data analysis (Hinshaw et al. 2003b). We do not attach cosmological significance to them at present. More

integration time and more detailed analyses are needed. (bottom:) The temperature-polarization (TE) cross-power

spectrum, (l + 1)Cl 2 . (Note that this is not multiplied by the additional factor of l.) The peak in the TE spectrum

near l 300 is out of phase with the TT power spectrum, as predicted for adiabatic initial conditions. The antipeak in

the TE spectrum near l 150 is evidence for superhorizon modes at decoupling, as predicted by inflationary models.



Maximum Likelihood 
and Fisher Matrix
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Markov Chains
• Need to evaluate the likelihood in a multi-dimensional 

parameter space

• General rule for integration: N < 3, use usual 
integration rules.  N > 3, use Monte Carlo integration

• Markov Chain:  start anywhere in the parameter space.  
Try taking a random step. If the step improves the 
likelihood, always take it.  If it lowers the likelihood, 
select a random number, x, between 0 and 1.                
If x < exp(-(Lold - Lnew)), take the step.  Otherwise, 
try a new step.

• The likelihood chain will eventually fairly sample 
the likelihood surface

• Run multiple chains long enough (100,000 steps) and 
compare the answers between the chains.

– 34 –

Fig. 3.— Unconverged Markov chains. The left panel shown a trace plot of the likelihood values versus

iteration number for one MCMC (these are the first 3000 steps from one of our CDM model runs). Note

the burn-in for the first 100 steps. In the right panel, red dots are points of the chain in the (n, A) plane

after discarding the burn-in. Green dots are from another MCMC for the same data-set and the same model.

It is clear that, although the trace plot may appear to indicate that the chain has converged, it has not fully

explored the likelihood surface. Using either of these two chains at this stage will give incorrect results for

the best fit cosmological parameters and their errors.

Fig. 4.— The CMB angular power spectrum (in K2) for our best fit CDM model for 800 and the

Sunayev-Zel’dovich contribution for 8 = 0 98 for CBI wavelengths (dotted) and for ACBAR (dashed). The

vertical line shows the adopted cutoff for CBI and ACBAR.



Cosmological 
Parameters

– 38 –

Fig. 11.— Constraints on Dark Energy Properties. The upper left panel shows the marginalized maximum likelihood

surface for the WMAPext data alone and for a combination of the WMAPext + 2dFGRS data sets. The solid lines

in the figure show the 68% and 95% confidence ranges for the supernova data from Turner & Riess (2002). In the

upper right panel, we multiply the supernova likelihood function by the WMAPext + 2dFGRS likelihood functions.

The lower left panel shows the maximum likelihood surface for h and w for the WMAPext data alone and for the

WMAPext + 2dFGRSdata sets. The solid lines in the figures are the 68% and 95% confidence limits on H0 from

the HST Key Project, where we add the systematic and statistical errors in quadrature. In the lower right panel, we

multiply the likelihood function for the WMAPext + 2dFGRS data by the likelihood surface for the HST data to

determine the joint likelihood surface. The dark areas in these plots are the 68% likelihood regions and the light areas

are the 95% likelihood regions.

– 39 –

Fig. 12.— This figure shows the marginalized cumulative probability of w for several different combinations of data

sets. The dashed line shows the 95% confidence upper limit on w based on combining all of the data sets. The values

quoted in the captions are the 95% upper limit for various combinations of data sets. All combinations favor models

where the dark energy behaves like a cosmological constant w = !1.
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Fig. 13.— Constraints on the geometry of the universe: m ! plane. This figure shows the two dimensional

likelihood surface for various combinations of data: (upper left) WMAPext + H0 50 km/s/Mpc prior (supernova

limits (Riess et al. 1998, 2001) are shown in the panel but not used in the likelihood in this part of the panel); (upper

right) WMAPext+ supernova data; (lower left) WMAPext+ HST Key Project; (lower right) WMAPext+ HST Key

Project + supernova



Summary

• Bayesian likelihoods are a powerful language 
for describing experiments, prior knowledge 
and calculating the statistical implications of 
the results.

• They codify our assumption and 
uncertainties.



Problem

WMAP measured a quadruple of 125 (uK)2. (1) What is the probability of measuring a
value this small in a theory with c2 = 1000? (2) Compare the likelihood of two cosmological
models a running spectral index model (which predicts c2 = 700) and a scale invariant
model (which predicts c2 = 1100) (3) Compare the likelihoods for a Gaussian model
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